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average (VIA moment) for each mesh cell, the point values (PV moment) defined on cell
boundary are also treated as the model variables. The volume integrated average is
updated via a finite volume formulation, and thus is numerically conserved, while the point
value is computed by a point-wise Riemann solver. The cell-wise local interpolation recon-
struction is built based on both the VIA and the PV moments, which results in a scheme of
almost third order accuracy. Efforts have also been made to formulate the source term of
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Unstructured grid the bottom topography in a way to balance the numerical flux function to satisfy the so-
Multi-moment called C-property. The proposed numerical model is validated by numerical tests in com-
Shallow water equations parison with other methods reported in the literature.
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1. Introduction

Shallow water equations find a wide range of applications in hydraulic and coastal engineering. Due to the strong non-
linearity associated with free surface in nature, it is hard to obtain the analytical solutions to the shallow water equations
except in rare simplified cases. Thus, computation turns up as an indispensable approach in the related fields. Numerical
techniques of shallow water model have been devoted a lot of efforts so far, and as a consequence, many numerical models
have been developed for scientific researches and engineering applications. In real case simulations, unstructured mesh (or
grid) is getting more and more popular in the community to represent the complex geometries of river bank and coastal line.

Conventional finite volume shock-capturing method with unstructured mesh has been proved successful in solving shal-
low water equations with complex geometrical boundary. Zhao et al. [44] used the finite volume method (FVM) with Osher’s
scheme to solve the local 1D Riemann problem across the boundary of unstructured mesh element that is either triangular or
quadrilateral. A first-order formulation was built using a cell-averaged piece-wise constant reconstruction. Wang and Liu
[33] blended two central schemes, i.e. Lax-Wendroff scheme and Lax-Friedrich scheme to get a stable and efficient formu-
lation on triangular meshes. FVMs of second-order accuracy for shallow water model based on flux-vector splitting and flux-
difference splitting were reported in Anastasiuo and Chan [2], Burguete and Navarro [7], Lin et al. [23] and Brufau et al. [6].
Erduran et al. [11] evaluated and reviewed some existing approximate Riemann solvers for shallow water equations.

More recently, high-order schemes using local reconstructions, which are well suitable for building high-order numerical
models on unstructured grids, have drawn great attention of researchers, and numerical techniques of this sort, such as
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discontinuous Galerkin (DG) method [12,3,41,15] and spectral volume (SV) method [9] have been implemented in solving
shallow water equations.

Different from other existing schemes, a new type method, namely Constrained Interpolated Profile/Multi-Moment Finite
Volume Method or shortly CIP/MM FVM, has been recently developed. The basic idea of the CIP/MM FVM is to make use of
the cell-averaged value and the point value or even other kinds of discretized quantities simultaneously as the model vari-
ables (unknowns) which need to be memorized and predicted at every time step. The method has been implemented in dif-
ferent forms to compute various fluid flows [34-37,19]. Having different moments defined over a compact stencil (in fact the
reconstruction can be built over single cell in most cases), a multi-moment finite volume method can be easily extended to
unstructured grid. li et al. [18] devised a 4th-order scheme for scalar transport equation on a triangular unstructured grid
using a semi-Lagrangian updating procedure.

The multi-moment FVM has also been implemented to shallow water equations in structured grids. Akoh et al. [1] used a
semi-Lagrangian solution procedure to compute the point values located on the cell boundary based on the characteristic
theory of the shallow water equations, and the topographic source term is formulated in balance to the numerical flux to
satisfy the so-called C-property. Chen and Xiao [8] updated the point values at cell boundary using point-wise Riemann sol-
ver given the multi-moment reconstructions based on both cell-averaged value and point value. A global shallow water
model has been constructed on a cubed spherical coordinate generated from a gnomonic projection.

In this paper, we propose a new numerical model for shallow water equations on unstructured mesh using the multi-mo-
ment concept and the point-wise Riemann solver. In the current model, we define two kinds of moments, i.e. volume inte-
grated average (VIA) and point values (PVs), and treat them as the model variables to be predicted at every time step. The VIA
moments are computed through a finite volume formulation of flux form, while the PVs are updated by solving the local
Riemann problems in terms of the derivatives at points on the cell boundary. Moreover, the numerical formulation is devised
so that the source terms are well balanced to the fluxes on the discretized level for both VIA and PV moments.

The paper is organized as follows. In Section 2, we describe at first the multi-moment finite volume formulation with local
approximate Riemann solver to update the PVs for one dimensional hyperbolic equation. Then the formulation of two
dimensions are extended to unstructured triangular grid. The formulation of shallow water equations is presented in Section
3 with details. Section 4 gives numerical results including some widely used benchmark tests to evaluate the proposed
method from various aspects, particularly on the convergence rate (order of accuracy), the capability in capturing discontin-
uous wave fronts, as well as the computation of flows with irregular bottom topography. Finally, we end up with some con-
cluding remarks in Section 5.

2. Multi-moment finite volume method
2.1. Basic formulation in one dimension

In this section, we describe the numerical formulation of the multi-moment finite volume method for the one dimen-
sional hyperbolic equation as follows:

dq | OF(q)
ot X

where q(x, t) is the conservative variable and F(q(x, t)) the flux function.

Assuming that the computational domain is partitioned into I mesh cells, the ith cell is bounded by [x;_;,,,Xi.1,2] with
i=1,2,...,1 In this paper, we define the following two kinds of moments for q(x,t), and treat them as the model variables
independently.

=0, (2.1)

e VIA (volume integrated average) :
Tqi(t) = - / g, 0d 22
i(t) =— X, t)ax, .
a0 =5 | axo) 22)
e PV (point value) :
Pg;,4(6) = q(x;.3.0), (2.3)
where AX; = X;.1,2 — X;_1,2 denotes the grid size and Fig. 1 shows the location of moments.
Using multiple moments allows us to construct the high-order interpolation function with a single cell[28,42,38,39]. To
remove the numerical oscillations associating the discontinuous solutions, we adopt the cubic interpolation function previ-

ously used in the CIP-Conservative Semi-Lagrangian with cubic polynomial (CIP-CSL3) scheme [38]. The one dimensional
piecewise cubic interpolation function on cell i is given by

Qi(X) = B3 (x = X;3)* + @(X —xy)* + @1 (X = X;3) + do. (2.4)

2 2
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Fig. 1. The definition of moments on 1D cell i.

In order to determine the set of coefficients ay, ..., asz uniquely, we need four constrained conditions for each cell stencil. The
CIP-CSL3 type scheme uses two PVs at the cell boundaries, one VIA over the cell and the first order derivative d; at the cell
center as the constraints,

) = a3(Ax;)’ + a2 (AX;)* + a1 AX; + ag = %H%»
1 — 2.5
3 by Qi0dx = Ja5(A%)° +3aa(Ax)” + 11 A% + a0 = g, @3)

= %Cl3 (Axi)z + @ AX; +a; = d;.

X=X;

The first-order derivatives d; is not a prognostic variable but approximated from PV and VIA moments [38], and serves as a
parameter to control the interpolation function and remove numerical oscillations. Some choices of d; for practical use can be
found in [38]. It is straightforward that if we use a second-order approximation for d; simply from a central differencing of
cell boundary point values P¢; 1, and P/, of cell i,

_ Py ="y

di AX{ ;

(2.6)
the coefficient of the third-order term in (2.4) will vanish, and the cubic interpolation function becomes a quadratic one. In
this case one can get a third order accuracy. More importantly, the first order derivative at the cell center d; can effectively
work as a slope limiter to control the numerical oscillations in the solution. We in the present work use a formula widely
adopted in other high resolution schemes [29,10],

di: {min(|a[‘7|O—C|7‘GTD7 lf O-I'O-r >0 (27)
0, otherwise,
where
(X —xi_1) (Xiy —Xiy) (Xir1 — X))

As can be seen from the numerical results, (2.7) effectively suppresses numerical oscillations around discontinuities of
water front. Shown in [36], parameter d; can be also used to reduce the numerical diffusion error, and thus to steepen a gra-
dient in numerical solution.

We should note here two major features of the multi-moment finite volume formulation presented in this paper that dif-
fer substantially from other methods in controlling numerical oscillations. (1) The slope limiter is incorporated into the
piece-wise cubic reconstruction function as a constraint, whereas in other methods the interpolation function is usually de-
graded to a linear function with the slope calculated from a limiting procedure. (2) The point value (PV moment) at the cell
boundary remains continuous, not like in the other schemes where the values at the two sides of the cell boundary are usu-
ally broken. In this sense, the present method employs a “soft” limiting projection for enhancing the numerical monotonicity
compared to those used in most existing methods. Nevertheless, this simple limiting effectively removes the spurious
numerical oscillations as will be shown in the numerical test section.

From (2.5), the coefficients read

ap = @if%v
2(34, - 37q, + Axdh)
= AX; ’
. 3 (—2% — Py + 37,y + 2Ax,-d,»> (2.8)
2 = )

Ax?
4(%14% - %i,% - Axidi>
as = A .

1
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In the scheme based on the multi-moment concept, different moments can be temporally updated by different ap-
proaches. In the present formulation, the PVs, which need not to be rigorously conserved, are updated by solving the local
Riemann problems in terms of the derivatives of flux function at each discrete point. On the other hand, the VIA is updated by
the finite volume formulation of flux-form to maintain the numerical conservation. As discussed later, the numerical fluxes
are computed by using the PVs readily updated on the boundary of the control volume.

In practice, the semi-discretized evolution equations for updating PV and VIA moments, defined by (2.2) and (2.3), are
derived from (2.1) as,

o PV:
dPq..,
g = O Fiy, (2.9)
o VIA:
dg; 1
at =g (P F): (2.10)

where F = F(q) and 9,F = 0F(q)/0x denote the consistent numerical formulations for the flux function and its first-order
derivative, respectively.

The interpolation reconstruction is carried out piece-wisely with (2.4). It is obvious that the interpolation functions over
two neighboring cells share the same point value at the cell boundary, i.e.

Qi (XH%) = Qin (XH%) = %Hg (2.11)

The first order derivative at cell boundary, however, may not be continuous. Here, we denote the first order derivative of
the state variable on the left side of cell boundary x;,1,> as 9xq;,,,, and that on the right side as dq;,, ,, respectively. The
derivative of the state variable at cell boundary is then written as,

od;,, If x <X,
(X1 ) = z ’ (2.12)
x ( x+2) {E)Xqi*% if x> x5,
where 0xq;,,,, and 9xqf,, , are computed from the two neighboring piecewise reconstructions Q(x) separately by
00i(x 0Qi11(X)
0ty = 5>E )| and Oy = g;( (2.13)
X q X1

ity ity

The numerical formulation required in (2.9) for updating the PV moment is then computed by the following LLF (local
Lax-Friedrichs) approximate Riemann solver [27],

Fiy = % {0F (0:07,y) + O (040, ) — eny (0na, — 0xiy) (2.14)

where 0xF(9xq7,,,) denote the first order derivatives of the flux function computed from the values obtained by (2.13), and
tis12 = (OF/9q);,4 , 1s the largest eigen value computed by the PVs defined at the cell boundary. A more robust alternative is
to specify o;.1/, as the largest eigen value of (9F/9q) in the two neighboring cells [Xi_1/2,Xi11,2]) and [Xii1/2, Xi:32).

With the PV moments at cell boundary PqH] updated by (2.9), the numerical flux in (2.10) can be directly obtained by
Fiy= F qu , which does not require the numerical procedure for solving the Riemann problem and is thus computation-
ally efficient.

Given the spatial discretizations of 9,.F i+ and Fig, Weuse the third-order TVD (Total Variation Diminishing) Runge-Kutta
method [26] to solve the semi-discretized system (2 9) and (2.10). The time integration for PVs is then computed by

AL (2.15)

where Pq (with I = 0,1,2, 3) denotes the PVs at the Ith Runge-Kutta sub-step and §,F" the corresponding numerical flux in
terms of the derivatives computed by the piecewise reconstructions given above.
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Likewise, the time integration for VIA is computed by

g0 =g

A g (7

-3 0 g (R o
=580 50 < g (P e

VA VA3
gt =vg?,

where Vg (with I = 0,1,2,3) stands for the VIA at the Ith Runge-Kutta sub-step and F% the numerical flux computed di-
rectly from the PV moment (Pq®) at cell boundary.

2.2. Some remarks

When the multi-moment reconstruction (2.4) and (2.8) has been built, the PV moment can be updated by either a semi-
Lagrangian procedure [19,1] or a complete Eulerian approach with the point-wise Riemann solver, like (2.9) for example. We
have shown in [19] that a parabolic reconstruction (CIP-CSL2 [42] ) combined with a third order Runge-Kutta time marching
scheme gives third order accuracy in both space and time. As discussed previously, in the present work we devise a multi-
moment spatial discretization at first to get a semi-discretized system, i.e. (2.9) and (2.10), and then use the Runge-Kutta
time integration scheme (2.15) and (2.16) to update the unknowns as other high resolution schemes where DG or high order
finite volume methods, for example, are used as their building block of the spatial discretization. So, it is obvious that the
numerical accuracy of the present method is determined by the multi-moment discretization in space and the Runge-Kutta
scheme in time. By separating the numerical treatments of space and time as a Eulerian approach, the numerical formulation
presented in this paper is more easy to use, especially in multi-dimensional case. As will be shown later, the present formu-
lation can obtain a third order accuracy on unstructured triangular mesh.

The present formulation also provides the user great flexibility and freedom to choose other existing schemes for the
derivative Riemann problem and time integration as the building blocks. In this sense, one can build a model by using
the multi-moment formulation as part of his numerical recipe.

Concerning the computational efficiency, we address two major advantages that make the present method more favor-
able. (1) The PV moment is located at the cell boundary and thus shared by the two neighboring cells, so a multi-moment
finite volume formulation requires less unknowns (degrees of freedom) compared to other methods of the same order in
which the unknowns are defined inside each cell separately, and (2) our numerical tests show that the maximum allowable
CFL number for computational stability of present method is 0.411, which is larger compared to the third order schemes of
DG and SV methods reported in [43]. These advantages are more significant in multi-dimensions.

2.3. Formulation on unstructured triangular grid

In this section, we describe the implementation of the multi-moment finite volume formulation on unstructured trian-
gular grid. We first consider a two dimensional scalar hyperbolic conservation law given by

aq  OF(q) K 9G(q)

— —2=0 217
ot ox * ay ’ ( )
where F(q) and G(q) denote the flux functions of hyperbolicity in x and y-directions, respectively.

For triangular cell i, we define its vertexes as vy = (x;,¥;), j=1,2,3) and boundary lines as Iy = 7,73,lp =
UiVt lz = Uavp. We denote the outward normal unit vector of boundary line segment [; j=1,2,3, by
n; = (Ny;j, Ny;j) = Nyj€x + Ny;€y, where e, and e, are the unit vectors in x and y-directions. Additionally, we define the middle
point on boundary lines l;;,l, and I3 as m;;, mp and ms.

The area As; of cell i is computed by

1 Xi Yn 1
Asi=5|X2 Yo 1], (2.18)
X3 Yz 1
and the length of line segments Al; (j = 1,2,3) are given by
Al =/ (5 — %0)? + Vi — Vi) (2.19)
Alp = \/(Xn —x3)* + (Vi — Vi)’ (2.20)

Al = \/(Xiz —x)* + (Vi = Yn)*. (2.21)
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We define the VIA over the control volume, and the PVs at the vertexes as well as the middle points of each boundary
edges for the state variable g as depicted in Fig. 2.
The moments are then written as

e VIA:

Vg = Ais,- / q(x,y. t)ds, (2.22)
e PV (vertex vy) :

gy =q(vy,t) (=1,2,3), (2.23)
e PV (middle point of boundary my) :

Pugy = q(my,t) (j=1,2,3), (2.24)

where s; stands for the region of cell i.

We construct the two dimensional piecewise quadratic interpolation function over each cell element.

Similar to [18], we use the local area coordinate for the interpolation reconstruction. Shown in Fig. 3, the local area coor-
dinate for triangular element i can be defined through the following relationships between the original Cartesian coordinate
(x,y) and the area coordinate (L;,L,,Ls).

X Xa Xp X3\ /L

Y|=1Yn Yo Vs [|L| (2.25)
1 1 1 1 L3

L Yo=Y Xz —Xn XpVz —XiYp X

Ly :]1_1- Ya—Yan Xin—X3  XsYiy —XaYi vyl (2.26)
Ls Yo — Yo X —Xan XaYp — XVi 1

P, P, P
42 ™1 vq;3

Fig. 2. The definition of moments on 2D cell i.

Vi3

Fig. 3. The area coordinate for cell i.
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where J; is the transformation metric and given by

Xa Yn 1
Ji=28si=xp yp 1| (2.27)
Xa Y 1

Consequently, the transformation of the derivatives between the two coordinate systems read

2 0 o O, o 405 o
ox — O0x JLy ox 0Ly ox Ol
— Yi—Vi3 r) i3

Lo T

o 0 9 0L2 9 4oy 0
dy — oy 0L1 ay oL, dy Ol
— Xi3—Xip () Xi1 —Xi3 0 Xip—Xi1 O
Lot et i

Vi 9 YoV 9
+ . b
Pl T oy (2.28)

The quadratic interpolation function over cell i is then written in the area coordinate system as follows:
Qi(L1,Ly,L3) = a1Ly + azL + asls + asliLy + asLyLs + aglsly. (2.29)

In order to determine the coefficients ay, ..., as, siX constrained conditions are required. Here we make use of the follow-
ing constraints: three PVs at the vertexes, one VIA over the cell and the first order derivatives d,;, d,; for x, y-directions at the
middle point of the cell element. As will be shown later, the first order derivatives d,; and d,; are not treated as a prognostic
variables, but approximated by other moments in a manner of the CIP-CSL3 scheme [38].

We summarize the constrained conditions as,

(1,0,0) = ar =gy,
0i(0,1,0)=a; = ’3”7(]1‘27
Q,’(O./ 0./ l) =daz = P"Qi37

j;i Qi(Lq,Ly,L3)ds = l(al +a; +as) +% (as +as + ag) = Gi? (2.30)
%% (§ ;73) Yi2 ins 09 +Yx3 —Yit f)Qx erXlJ,yIZ 0931 _ dxu
da% (§ ;;) xlsjix,z ZLQ], 4+ % Ix.3 gQ, +x.2]'xx1 ?)lix _ dy',
The gradients in terms of Ly, L,,Ls; at cell center are
09; /111 1
oL, (3 '303) =0 30+ o),
09 (1 1 1\ 1
8_Lz<§§§ =0 +§(a4+(15), (2.31)
09 (1 1 1\ 1
8_1.3 <§,§7§> =3 +§(as +a6).
From 2.30, 2.27 and 2.31, the coefficients ay, ..., as are determined as follows:
a; = %ih
ay =Peqp,
as =Peqs,
1, _ _
a; =4vq; - § (7P”Cli1 +7Pqp — 2P”Qi3> + (Xit + X — 2xi3)dxi + (Viy + Vi — 2Vi3)dyi, (2.32)

=4Vq; — § ( 2Pogiy + TPrqpy + 7”vqla) + (=2Xi + X + Xi3)dwi + (=2Yi + Vi +Viz)dyi,
as = 4Vq; — 3 (7%1'1 —2Pugp, + 7%;‘3) + (X1 — 2Xp + Xi3)dyi + (Vin — 2V + Viz)dyi-

The first order derivatives d,; and d,; for cell i are estimated by using the PVs (mij) defined at the middle point of bound-
ary lines through Gauss divergence formula as

1 3 —
dv = As; ; |Aly| (Pmqr)y,

5 (2.33)
1 _
dy = As; ;:21 |AIU‘(quny)ij'
Given the first order derivatives d,; and d,; for cell i and its three neighbors, the limiting projection to eliminate the

numerical oscillation is conducted by modifying the slope parameters d,; and d,; in x and y-directions separately in a manner
similar to the 1D case.
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Analogous to the 1D case, moments are updated by the following ordinary differential equations,

e PV:

dPa;:

S =~ (0Fy+ 0,G), (2.34)
where Pg; denotes both Prq; and Pnq; with j = 1,2,3.
e VIA:

dq; 1 OF(@)  9G@\, _ 1

G As /S (W + W) ds, = A ; /1, (Fijn + Gynyy)dl. (2.35)

The time integration is conducted by the third-order TVD Runge-Kutta method shown before. The point-wise formulation
for the numerical flux for PV moment in 1D (2.14) can be straightforwardly extended to 2D. At first, we evaluate the first
order derivatives of the state variable g from the piecewise interpolation reconstruction over each triangular mesh element.
Since they may be discontinuous at the vertexes »; as well as the middle points m; of boundary lines in both x and y-direc-
tions, the “left” and “right” values in x-direction are computed by

gy = %Q (i, Y) ff X < Xjj. (2.36)
axqa = § (xijvyij) lf X> Xij;
and the “lower” and “upper” values in y-direction are computed by
Oy =5 (xiyy) ify <y,
{y’ v ' (237)
Aa; =5 (xyyy) ify>y;

Here, ° (x,¥;;) denotes the cell-wise interpolation function (2.29) on the cell right or left to point (x;,y;), while o (X, ¥5)
the cell-wise interpolation function on the cell upper or lower to point (x;,y;). The derivatives of interpolation function Q in
respect to x and y in (2.36) and 2.37) are obtained in terms of the local area coordinate by (2.28).

We make use of the following LLF approximate Riemann solver to compute the numerical derivatives of fluxes 9, and
8,6

0uFy = % {0cF (0.5 ) + 0:F (0xy ) — 25 (0005 — 0,5 )}

0yGij = % {ayc(ayql']) + @G(@q;) =By <6yqi} - ay%) }«,

where 0xF(9xq;) and 9,G(9,q;) are the first order derivatives of flux functions computed from 9,q;; and 9,q;.o; = |0F/9q|;
and g; = |0G/0q|;; are the largest characteristic velocity in x and y-directions, respectively.

The numerical fluxes required for updating VIA in (2.35) is computed by using the PVs on the cell surface readily obtained
by (2.34). In the present paper a 3-point quadrature is implemented along each boundary line segment. Provided a line seg-
ment l; having its two ends located at P; and P, while its central point at Py, the line integration of a function y(x, y) over l; is
computed by the three-point Simpson’s formula,

(2.38)

. (239)

3. Formulation for the shallow water equations
In this section, we describe the multi-moment finite volume formulation for the shallow water equations.
3.1. One dimensional case

The one dimensional shallow water equations with topographic source term read

I C I
ot ox ’
M e | M s [0 (3.1)

where q is the vector of conservative variables, F(q) the flux function vector and S the source term of bottom topography.
Furthermore, h is the water depth, u the velocity, M = hu the momentum (or discharge), g the gravitational acceleration
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and z the elevation of the bottom. In addition, we define the total height H = h + z for use in the formulation dealing with
bottom topography, which will be discussed later.
The Jacobian matrix A for the flux is defined as follows:

_OF(q) 0 1
A= oq 7{c2—u2 Zu}’ 52

where c(= /gh) is the speed of the gravitational wave and u(= M/h) is the velocity of fluid. It is easy to find the eigenvalues
412 of A and the corresponding eigenvectors r'2 as

1 1

A=u—-c, 2Z=u+c, rlz{ }, rz:{ } (3.3)
u-—c u+c

For the static condition (h +z = H = const., M = 0), it is not trivial to get the balance between the numerical flux and the

source term, known also as the “C-property” [4,40,24,41]. One needs to consider the balance in the momentum equation, i.e.

0 (1 2\ 0z
5 (38") =-anE. (3:4)

If a formulation does not preserve this balance between the source term and the flux gradient at the discrete level, it may
result in spurious oscillations. As we can see from (3.10) given immediately, the PV moments computed by a point-wise
approximate Riemann solver automatically satisfy the C-property even if we use the flux functions and the source terms gi-
ven in (3.1).

When computing the VIA moments by the finite volume formulation, however, we need to recast the flux and source
terms in the following equivalent form using the total height H

M S= 0 35

where the geopotential height is expressed in H rather than h. It is clear that under the static condition the source and the
flux term will cancel out, thus the C-property is satisfied.
For shallow water equations, the VIA and PV moments of q and H are defined as follows:

F(q) =

o VIA:

il — — —
2 VH. — Vh. Vo,

I I 1 1 1y .
) q(x,t)dx, VH hi +Vz (3.6)

1

2

)y
o PV:
PGy =A%y 0), PHiy ="hiy 42,y (3.7)

For a given topography z, = %, the PV moment is updated by applying the LLF Riemann solver to the derivative of the hyper-
bolic flux function F in (3.1),

dPq;.,
d;z = —0xFis12 + Siy12
= 1 M;“+ + + - 1\/5;_ 2K~ —%i1 h: - h;*
2| | 2uM; — u*h; + ch, i 2uM, — u*hy +c*h, i o\ | M; i+ M, i
o)
%CZZXH%
1 M; M, x hy _[he
2 2uM*—u2h+ CHy Jipy 0 [2uM, —uzh + C2H, | M) iy (Ml
1 +  — —
j{ar + O,F fa,p(axqm 6Xqi+%>}. (3.8)

In above rearrangement we have used the fact that the PVs of the physical variables at cell boundary x; 4+ is continuous. Their
gradients 0xqy;,, , = [h,M/2 Mfm/z] and Hy , , = hm]/2 + 2,1, on the other hand, are obtained from the interpolation func-
tions in the neighboring cells by (2.13). Here, the largest characteristic velocity o; “ 1 is computed by

Uy = max(\/l,+_\ |A,+1\) = (U] + Gy (3.9)
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In practice, the effective flux functions in the presence of the topographic effect, 9,F in (3.8), are computed by,

aF* = M, N . (3.10)
2uM; — uh; + c*H;

It is obvious that o,F vanishes under the static condition (My = 0, Hy = 0, u = 0), thus the numerical formulation satisfies

the C-property.
VIA is computed by the following flux-form equations with the flux functions and source terms given by (3.5),

dﬁli B 1 1 "Xit1/2
= A (Fiy-Fiy) i / Sdx. (3.11)

JXi—12

The numerical flux F is directly estimated by the PVs defined at cell boundaries, and the integration of the topographic
source term gz(0H)/(9x) is computed by a three-point Simpson’s quadrature formula.

As discussed previously, we make use of the flux and topographic source term given by (3.5) to ensure the C-property in
(3.11). It is obvious that the reconstruction function satisfies 2! = 0 everywhere in the static case.

ox
3.2. Two dimensional case

The two dimensional shallow water equations can be written as follows:

99 oF(q) _G(q)

Tk ey > (3.12)
rh M N

q=|M|, Kq=|%+igh’| G@=| " | (3.13)
LN M ¥y 1gh?

where M = hu, N = hv are the x and y components of momentum, respectively. The topographic source terms read

0

S=|-gh&]|. (3.14)
|-8h%

The Jacobian matrices are written as follows:

oF 0 1 0 oG 0 0 1

Azﬂ: c2—u? 2u 0|, Bzﬂ: —uv v ou |. (3.15)

oq oq ) 2
—uv v o u cc—v- 0 2v

The eigenvalue 4'** of A and the corresponding eigenvector r'23 read,

A=u—c, 2=u 2P=u+c (3.16)
1 0 1

m=lu-c|, *=10|, rP*=|u+c]|, (3.17)
v 1 v

while the eigenvalue 1'?? of B and the corresponding eigenvector r'23 read,

N=v—c, 2=v, P=v+c, (3.18)
1 0 1

= u |, ?=[1], P=| u [. (3.19)

v—cC 0 v+cC

In analog to the 1D case, PVs are computed by the following evolution equations

d’qy
ot =~ (OFi+0Gy) + Sy (3.20)

The hyperbolic part of the numerical fluxes are computed by the approximate LLF Riemann solver. After the manipulations

similar to 1D, we have

% = —% {0 + 0 - oy (0.a) - 0:05) } - % {06 +0,6" - p;(0,a; - 09 ) }, (3.21)
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where o and g stand for the largest eigenvalues of A and B, respectively, and
M
WF* = | 2uM; — uPh; + H;
—uvhy + vM; +uN;
N,
0,G* = | —uvh; + vM; + uN;
20N, — v*h, + c*Hj |

- (3.22)

VIA is updated by a finite volume formulation. Again, similar to (3.5), we re-write the numerical flux and the topographic
source terms in the total height of the water surface H = h + z as,

M r N 0
FQ) = |®+1gH |, G(q=| W and S— |gz%|. (3.23)
. |2+ 1gH? zy

The finite volume formulation to update the VIA moment reads

dmi_ 13 ‘.7-"-11 -+ Gy )dl 1 .Sds 324

i

where a three-point Simpson’s formula (2.39) is used to compute the line integration of the flux functions over each bound-
ary segment, and area integration of source term is calculated by a seven-point integration formula using the six point values
along the cell boundary (i.e. three at the triangle vertices and three at the middle points of the three line segments) and one
at the cell center. It is obvious that with (3.23) expressing the flux functions and the source terms in the total height H, finite
volume formulation (3.24) satisfies the C-property.

4. Numerical results

In this section, we present the numerical results of some typical test problems for the one and two dimensional shallow
water equations. Without further explanation, we use the SI unit system for all variables. The gravity constant is 9.8 m/s?.

4.1. One dimensional numerical tests

4.1.1. Dam-break flow
In the first numerical test, dam-break is solved in a domain of [0,200]. The mesh number is 200 with uniform spacing
Ax = 1. The initial conditions are

ho(x) = {hL 0.0 < x < 100.0,
%7 U hg 100.0 < x <2000, (4.1)
Mo(x) = 0.0.

Two ratios of the initial water depths are separately specified as h;/hg = 10 (mild shock) and h;/hg = 100 (strong shock). In
both cases, a right-moving shock wave and a left-expanding rarefaction fan are generated after the instantaneous collapse of
the dam. The exact solution is available in [30]. From numerical experiments, we find that the maximum CFL number
((Ju] + c)At/Ax) allowable for computational stability is around 0.41. We used a CFL number of 0.1 in this test, and computed
the numerical solutions until t = 20.0.

The simulated water depth h and the velocity u are depicted against the exact solutions in Figs. 4 and 5. Both the shock
wave and the rarefaction wave are accurately resolved. The conservation of the VIA quantities guarantees the correct loca-
tion of the shock wave. The CIP-CSL3 reconstruction with the slope parameter given by (2.7) eliminates the spurious oscil-
lation and the numerical diffusion is also effectively controlled.

4.1.2. Symmetrical rarefaction waves
As given in [30], a symmetrically diverging velocity creates two strong rarefaction waves traveling in opposite directions.
The initial condition is given by
ho(x) = 1.0,
-5.0 0.0<x<250, (4.2)
M = ’
o(¥) {5.0 25.0 < x < 50.0.
The mesh number is 200 and the CFL number is 0.1. As commentated in [30], this test results in a very thin water layer in

the domain center that may cause a negative height in the numerical outputs of some schemes. The numerical solutions of
the water depth h, and the velocity u at t = 2.5 are plotted in Fig. 6. The thin wet bed is accurately captured.
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Fig. 4. Numerical results (mild shock) of water depth (a) and velocity (b) at t = 20.0 by the present method (circles) and the exact solution (solid line).
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Fig. 5. Same as Fig. 4, but for the strong shock case.
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4.1.3. Evaluation of the exact C-property
The purpose of this test [40,41] is to verify the exact C-property of the formulation over a non-flat bottom. In this paper,
we computed with two different profiles of the bottom topography separately given by

(b) Velocity (h)

Fig. 6. Numerical results of water depth (a) and velocity (b) at t = 2.5 by the present method (circles) and the exact solution (solid line).
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z(x) = 5.0exp (%(x - 5.0)2>, (4.3)
and

(4.4)

20— {4.0 if 4.0 <x < 8.0,
1 0.0 otherwise.

It is clear that (4.3) gives a smooth bottom and (4.4) a discontinuous one. The initial conditions are specified as a stationary
state,

Ho(x) = ho(x) + z(x) = 10.0, Mo (x) = 0.0, 4.5)

which should be exactly maintained physically.

We used a mesh of 200 cells and computed the solutions until t = 0.5 with the CFL number of 0.1. The L' errors for the
water height h and the discharge M = hu are given in Table 1 for the two bottom profiles. It is observed that the L' errors in
both PV and VIA moments are of a magnitude within the round-off error, which manifests the exact C-property of the pro-
posed numerical method.

4.1.4. Perturbation of a lake at rest
The purpose of this example is to test the present formulation for source term in the case of a small perturbation of a lake
at rest with variable bottom topography. The bottom topography is given by

0.25(1.0 + cos(10.0mt(x — 0.5))) if 1.4 < x < 1.6,
X) = 4.6
®) { 0.0 otherwise, (4.6)
over the computational domain [0,2]. The initial conditions are
1.0+AH if 1.1 <x<1.2,
Hy(x) = { .
1.0 otherwise, (4.7
My(x) = 0.0.

where AH is a non-zero perturbation constant. Two cases with the initial perturbations respectively being AH = 0.2 (big
pulse) and AH = 0.001 (small pulse) have been examined. The solutions at t = 0.2 for the big pulse AH = 0.2 over 201 mesh
cells and 3001 mesh cells are shown in Fig. 7. The results for small pulse AH = 0.001 are shown in Fig. 8. The numerical re-

Table 1
L' errors for the stationary solution with a smooth bottom (4.3) and a discontinuous bottom (4.4).
Bottom L' error in PV L' error in VIA
H M H M
Smooth 7.47E-14 2.48E-13 7.37E-14 2.47E-13
Discontinuous 6.80E-15 4.16E-14 6.33E-15 4.15E-14
1.2 0.5
nx=3001 F nx=3001
nx=201 04 F nx=201
03f
02F
01F
0 o
01F
L 02F
09 =
3 -0.3F
04f
0.87‘ L1 L1 L1 . 05E~ L1 1 L1 .
0 0.5 1 1.5 2 0 0.5 1 15 2
(a) Total height (H) (b) Discharge (M)

Fig. 7. Numerical results (big pulse) of total height (a) and discharge (b) at t = 0.2 by the present method with a 201 mesh (circle) and a 3001 mesh (solid
line).
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Fig. 8. Same as Fig. 7, but for the small pulse case.

sults are accurate and free of spurious oscillations, and look very comparable to those found in other existing literature
[22,40,25,41].

4.1.5. Dam-breaking problem over a rectangular bump

We computed the dam-breaking problem over a rectangular bump involving a rapidly varying flow over discontinuous
bottom topography. It presents a more serious test for evaluating the robustness and accuracy of the numerical treatment
of the source term.

The computational domain is [0,1500], and the bottom topography is given by

8.0 if |x—750| < 1500/8,
= 4.
2() {OAO otherwise. (4.8)
The initial conditions are

20.0 if x <750,
mw:{ .

15.0 otherwise, (4.9)
Mpy(x) = 0.0.

The numerical results obtained with 401 mesh cells and with 4001 mesh cells are shown in Figs. 9 and 10 for different
ending time, t = 15 and t = 60, respectively. The numerical results show that even for completely discontinuous bottom
topography our scheme is still able to reproduce well-balanced and accurate numerical solutions.

20
F H r nx=4001
20 z i nx=401
i L 19F
15| — i
[ 18 |-
10| [
- 17k
5 N 16k
ol Ll ‘ ‘ 15L L1 .
0 500 1500 0 500 1000 1500

(a) Total height (H) and
bottom topography (z)

(b) Enlarged view of total height

Fig. 9. Numerical results of total height at t = 15. (a) The numerical solution using 401 mesh (circle) with the bottom topography (solid line) and (b) the
numerical solutions using a 401 mesh (circle) and a 4001 mesh (solid line).
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Fig. 10. Same as Fig. 9 but at t = 60.

4.1.6. Steady flow over a bump

The 1D shallow water flow over irregular bottom can reach a steady state by controlling the upstream inflow flux and the
level of water surface at the outflow end. This type of tests have been used to examine if the numerical solution can converge
to the steady state under the effect of bottom topography in literature [14,41,13,31,20,21] as the supplement to the transient
flow tests presented before.

Our computational domain is [0,30]. The bottom topography is given by

(4.10)

2(x) = 0.2 -0.05(x —10.0)* if 8 <x<12,
0.0 otherwise.

The initial conditions of a static state is specified by
Ho(x) =0.5, Myp(x) =0.0. (4.11)

Depending on the boundary conditions at the two ends of the domain, different regimes of the final steady state can be ob-
tained. Same as in [32,41], we consider the following three cases by imposing different boundary conditions.

e CaseA: The discharge M = 4.42 is imposed at the left end as the inflow boundary condition, while the water height h = 2.0
is imposed at the right end of the domain. These conditions result in a subcritical flow with a shock.

e Case B: The discharge M = 1.53 is imposed at the left end as the inflow boundary condition, while the water height
h = 0.66 is imposed downstream only when the flow is subcritical. These conditions result in a transcritical flow without
shock.

e Case C: The discharge M = 0.18 is imposed at the left end as the inflow boundary condition, while the water height
h = 0.33 is imposed at the right end of the domain. These conditions result in a transcritical flow with a shock.

The computational grid cell number is 200 with uniform size, and the CFL number is =0.1. We computed the three cases
until £ = 200 and plot the numerical results of the tot